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Abstract

Linguistic expressions betray biases even if their producers are not

cognizant of them. Let alone malicious actors, even benign or ordi-

nary people may be perpetuating biased language. These expressions

are also increasingly used to train machine learning models for real-

life applications. Many studies tackled the problem of detecting social

biases (e.g. racial, gender). These studies mostly focus on language

in use (e.g. social media, news), and do not consider pinpointing sec-

tions of language outputs with bias. In this study, we aim to work on

literary texts, which abound with social biases, and are not studied as

much as texts deemed as language in use. Since literary works tend to

be longer, they provide an opportunity to study social biases in more

complex linguistic environments. Our task is to pinpoint various types

of social bias, such as racial, gender and class-based ones.

Graphs are applicable for representing linguistic expressions as

they enable relating various linguistic structures, they are used exten-

sively in linguistics and many relevant machine learning studies make

use of them. Graph neural networks are able to learn rich latent repre-

sentations of graph-structured data for various tasks. As such, we plan

to use graphs to learn representations of expressions that are signif-

icant for bias detection. We plan, also, to utilize existent knowledge

graphs (i.e. databases storing graph-structured knowledge) as they

hold significant information on semantics of expressions. We plan to

construct a general method for bias detection, which may be used in

other domains than the literary world. Using this method, social ap-

plications that are able to detect biases before they are published or

rate documents based on their biases may be developed.
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Definitions

For the purposes of this proposal, let’s define the following terms so as to

reduce ambiguity:

• Word: a sequence of characters (i.e. letters), in many orthographies

separated by spaces. Example: “beautiful”. Let c be a character and

w a word. w = c1, c2, . . . , cn where ci is the i’th character of the word.

|w| ≥ 1. A one-character word example is “a” in English.

• Sentence: a sequence of words, usually ending with a punctuation

mark. Example [1]: “No such thing as a life that’s better than yours.”

Let m be a punctuation mark. Let s be a sentence, an ordered list of

n words with an ending punctuation mark m: s = w1, w2, . . . , wn,m.

|s| ≥ 1.

• Phrase: a sequence of words (e.g. ‘telltale sign’), usually separated by

spaces. A phrase may be made up of a single word. Let p be a phrase.

p = w1, w2, . . . , wn where wi is the i’th word of the phrase. |p| ≥ 1.

• Document: a sequence of sentences (e.g. a book, a report). Let d

be a document. d = s1, s2, . . . , sn where si is the i’th sentence of the

document. |d| ≥ 1.

• Literary text: a document of literature, such as a novel or a poem.

They are characterized by their high quality of form. Example: “The

Great Gatsby” [2] by F. Scott Fitzgerald.

• Agent: a person or a group of people. Let a be an agent. a ∈ A where

A is the set of all agents in a document. For example, in Aesop’s fable

“The Fox & the Grapes” [3], A includes only the fox.

• Graph: a collection of nodes and edges. Let G be a graph, G = (V,E)

where V is the set of nodes and E is the set of edges.

• Node: an element of a graph, alternatively called a vertex. Let v be a

node, v ∈ V .
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• Node features or embeddings: a set of numerical features associated

with a node. They may be pre-computed or learned. For example,

pre-computed node features may include the part-of-speech tag of a

word.

• Edge: a relationship between two nodes of a graph. Let e be an edge,

e ∈ E where e = (v1, v2).

• Edge features or embeddings: a set of numerical features associated

with an edge. They may be pre-computed or learned. For example,

pre-computed edge features may include the dependency relation be-

tween two words.
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1 Introduction

Speakers reflect their social biases that they hold, whether conscious or

otherwise, through their speech or writings. Some types of these social bi-

ases can be said to be based on such social constructs as “race” or “gender”.

For an example of racial bias, refer to the excerpt from the classic novel

by Harper Lee, “To Kill a Mockingbird” [4]: “A small boy clutching a Negro
woman’s hand walked toward us. He looked all Negro to me; he was rich

chocolate with flaring nostrils and beautiful teeth.” 1. In this example, the

character is shown to hold physical stereotypes regarding people of dark

complexion.

Literary texts provide an ample source for analyses of these biases. They

include narratives with plot lines, characters and actions they perform. Bias

not only exists within actions, whether behavioral or by speech, of charac-

ters, but also in the language of the author. Considering this, some linguis-

tic units, unbeknownst to the characters, can also be said to be biased. For

example, adjectives an author uses to describe only one gender may surface

as the source of the bias in a text. In fact, bias in a text is solely created and

owned by its author, not a specific group of people. Analyzing lots of texts

from a specific group of people may light up some areas of bias where the

group is consistent on, reflecting the culture.

In this study, we hope to develop a method that we would be able to

utilize to detect various types of social bias in literary texts. Graphs are used

extensively in linguistics to represent language syntactically (e.g. syntax

trees [5]) or semantically (e.g. semantic networks [6]), since they allow to

capture various relationships between linguistic elements, which is why we

also would like to utilize them in this study. Representing literary writings

as graphs, we will try to learn representations from linguistic signals that

are significant for bias detection. Even though we would like to focus our

experiments on literary texts and analyze the literature domain specifically,

we plan to construct the eventual architecture to be highly general. It is

hoped that it could theoretically be applied to any type of text, not just

1Some parts are in italics for emphasis.
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literary; to any type of bias: gender, racial, or even ornithocentric (related

to birds); and also to any language, not just English. We acknowledge that

it is possible that the proposed method may not be able to be used for low-

resource languages (constituting most of the world’s languages) as some

parts of the method may not be readily available for them.

The rest of the proposal is organized as follows: Section 2 articulates the

research question that we would like to answer during the present study.

Section 3 provides a background on social bias: how it’s defined and some

examples from fictional works. Section 4 reviews the literature on bias

detection. Section 5 describes the data that we plan to use. Section 6

presents the research methodology that we plan to follow; Section 7 reports

the expected outcomes; and Section 8 tabulates a tentative timeline for the

thesis. Finally, Section 9 concludes the proposal.

2 Research Question

Biased language perpetuates biased behavior in people. Additionally, this

type of language is being fed into more and more machine learning models

to be used in various applications [7], such as the recently unveiled Gemini,

a family of large language models developed by Google [8]. In order to

reduce biased treatment, first, one needs to detect biased usage of language

and inform speakers accordingly. The main problem this thesis will try to

tackle is the local detection of various types of social bias, whether implicit

or explicit, existent specifically in literary texts. Given a document, the

eventual proposed method should be able to show what kinds of social bias

exist and where in the document. The location should be as specific as

possible, e.g. a sentence or a phrase, labeled with the kind of bias (e.g.

class-based).
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3 Background on Social Bias

Social bias can be defined as the effect of social category cues (e.g. ethnic

cues) on behavioral responses [9]. In other words, some signals based on

different social categories (e.g. gender) can make people act differently,

producing social bias. These actions can be benign or harmful [10], in

a continuum. They can be explicit, easier to detect, or implicit, not ex-

pressed directly. In this study, we will concern ourselves with objective

biases. By the word “objective”, the quantitative distributions of linguistic

signals, complex or otherwise, are meant. The following subsections define

and exemplify types of social biases that we will consider in this study.

3.1 Gender

Gender bias is behavior that shows favoritism toward one gender over an-

other. Gender is defined as socially constructed expectations and roles for

women and men, girls and boys. An example of gender bias from the article

‘Bias, Fiction, and the Negro’ [11], italics for emphasis: “When a “white”

novelist handles the problem, he may, in the beginning, present the Negro

characters in a favorable light: . . . ” Using “he” assumes a general novelist

to be male, so the example is biased regarding males.

3.2 Racial & Ethnic

Racial bias refers to biased treatment based on race. It often shows up

linguistically through stereotypes or slurs [12]. In literature, it can either

be outright (explicit) or subtle (implicit), influencing character attributes,

dialogue, and narrative elements. An example [13] from “Of Mice and

Men” (1937), where Crooks, the only black man in the context, says (ital-
ics for emphasis): “They play cards in there, but I can’t play because I’m

black.” In this example, the character reports they can’t do a specific act

because they’re of one race; this utterance wouldn’t come from the other

races (e.g. white) in the book. This is an example of racial power structure
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showing up as a bias. Another example from the fictional work ‘Gone With

The Wind’ [14], italics for emphasis: “Mammy was black, but her code of

conduct and her sense of pride were as high as or higher than those of her

owners.” In this example, the implication is that being black is in the way

of someone’s code of conduct being high, a racial bias.

While race is generally determined by physical characteristics, ethnicity

refers to the cultural elements that make a group of people distinct. Ethnic

bias is one where these cultural elements are the source of bias rather than

physical features, as happens with racial bias.

3.3 Social class

Social class bias can be defined as biased behavior towards an individual

or a group of people within a certain social class, generally correlated with

their socioeconomic status. An example from the book ‘Untouchable’ [15],

italics for emphasis: “Now Sohini being of the lowest caste among the out-

castes would naturally be looked down upon by Gulabo.” Looking down

upon somebody only based on caste (a system of social stratification) is a

class bias. The caste system of the book’s context highly correlates with the

socioeconomic categories the people find themselves in.

3.4 Intersectional

Some biases occur together, amplifying the harm caused. Intersectionality

refers to how various types of biases intersect a person’s multiple, some-

times overlapping, identities [16]. Intersecting biases can be said to be

more harmful than the sum of the individual biases they’re made up of. In

‘Demarginalizing the Intersection of Race and Sex’, Crenshaw exemplifies

black women’s experience where they’re excluded from feminist and an-

tiracist theories due to the theories being grounded in single axes. In the

gender axis, feminist theories focus on ‘white’ women; while in the race

axis, antiracist theories focus on black ‘males’; essentially excluding ‘black

women’ in both theories. This is an example of intersectional bias within
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the general architecture of the mentioned theories. Since theories are con-

structed, explained, and discussed using language, the language used in

the theories will have to be biased, intersectionally.

4 Literature Review

Many natural language processing applications revolve around detecting

biased language in texts, be it hate speech [17] or toxic language biased to-

wards a specific group. The task is usually text classification [18], whether

binary or multi-class, where the models predict whether a given text is bi-

ased or not, if the former; or biased to what degree (discrete) or not at all,

if the latter. Traditional approaches used Bayesian models, lexicons [19]

or manual features [20]. Deep learning methods improved on the previous

results by using word embeddings [21] and neural networks [22]. These

methods usually require supervision of annotated data, and human anno-

tation is prone to bias itself. Also, if annotations are needed to develop a

model, for each domain and language, a new set of annotations is needed,

which is costly and time-consuming to acquire.

Most works focus on detecting explicit biases in texts of social media

or news pieces, language in use in an immediate context. Implicit biases

also exist in these texts but are harder to find. Fictional works present

themselves as a good resource for studying implicit biases as they have

more complex structures and just as much of representational power, if not

higher. Even though there are lots of works on bias in the literature from

a social science standpoint [23], there are not many computational works

that focus on literary texts.

One work that does focus on literary texts analyzes gender bias in chil-

dren’s fairy tales [23]. Their proposed pipeline constructs a temporal event

chain of a given story with character attributes. Here, temporal event

chains are sequences of acts ordered by time. They use odds ratios for their

analysis, reporting, for example, predominantly which types of actions each

gender takes (e.g. cry, conquer).
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5 Data

Texts of focus in this thesis will be literary ones. Literary texts differ from

texts in various social media in that they’re more formal and structured;

and from news articles in that they’re longer and have linguistically more

complex sentences. Since the thesis will focus on literary texts, the data

will be a collection of books. The books will be mostly in English, although

not exclusively, from the public domain, meaning only books not under

copyright currently. For example, in the US, as of January 1, 2024, all

works published in 1929 or earlier are in the public domain [24]. These

books are easy to obtain online in plain text or a more structured format

such as XML.

One example project that serves thousands of books in this vein is Project

Gutenberg [25]. A search of English books returns 50+ thousand results.

Another mention would go to Internet Archive [26], which has a collec-

tion of millions of documents. While Project Gutenberg focuses on older

world literature with expired copyright, Internet Archive serves more re-

cent works as well. We will utilize both of these resources in our study.

The books in Project Gutenberg are highly structured in format (e.g.

‘EPUB’), so they will be easy to parse and utilize; on the other hand, many

books on Internet Archive are PDFs that also have OCR’ed (i.e. optical

character recognition) versions, not of high quality, associated with them.

We will have to clean up this type of books before we can use them.

6 Research Methodology

Graphs in general are relevant to studying language [27], the signals that

exist within its expressions, and relationships between people and actions.

As such, we will try utilizing graphs (made up of nodes and edges) to repre-

sent literary documents. Representation of documents as graphs has gen-

erally been done with word co-occurrence graphs [28]. In these graphs,

nodes represent words in a document and edges co-occurrence of words
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in a given window (range) of words [29]. Co-occurrence edges are undi-

rected, and sometimes weighted by the number of times the words co-

occur. If we keep the word range to just before and after a word, the

constructed graph would be a word adjacency graph.

To exemplify, consider only the following 2 sentences [30]: “Let pain

be gracious. Let time be patient.” The word adjacency graph for these

sentences is shown in Figure 1.

let

time

be

patient

pain
gracious

1

1

1

1

1

1

Figure 1: Undirected word adjacency graph for the two sentences “Let

pain be gracious. Let time be patient.” Individual words are the nodes,

without borders. Labels on the edges represent the number of times the

words (i.e. incident nodes) co-occur in the sentences.

We will work on various ways in which we can represent texts as graphs

that would be most relevant for bias detection. One of the methods will

surely be word co-occurrence graphs, as it’s easy to implement but encodes

powerful information about the individual words in sequence. This idea

mirrors the famous quote by John Firth [31]: “You shall know a word

by the company it keeps!” Another idea is to represent a text as a graph

of syntactic dependencies, as exemplified in the Universal Dependencies

project [32], where, in a sentence, each word is a node and, except the

root node, depends on another word with a syntactic relation (e.g. ‘nsubj’

for nominal subject), labeled as an edge.

As there are many types of linguistic information (e.g. part-of-speech

tags, such as ‘noun’) we can gather from the surface form of a text, we
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will try to combine the information in different ways in our experiments to

learn the most relevant representations. One limitation that utilizing vari-

ous linguistic information imposes on the study is that the method becomes

restricted to the available tools that can extract the corresponding informa-

tion. This, in turn, implies that the method won’t be available to be used in

most languages. For this reason, we plan to constrict the external tools to

a minimum, zero if possible.

Literary texts have long narratives, with various characters and many

actions taken. Narratives will be made up of sentences, in turn, made up

of words. We will try to condense the information in these sentences into a

graph, where nodes may represent phrases, i.e. a single word or multiple

words. Edges will represent relationships between these nodes, such as

the relation of one node of an adjectival phrase (e.g. beautiful) describing

another node of an agent, i.e. a person or a group of people. Bias may

be present in the relationships (edges) between nodes, where nodes of

descriptive phrases may be biased regarding a specific group of people.

Graph neural networks (GNNs) are a family of neural networks that

handle graph-structured data [33]. They learn vector representations for

nodes, and optionally edges, in graphs. After converting documents to

graphs (e.g. co-occurrence), GNNs can be used to learn representations

for nodes that are significant for bias detection. Using GNNs, we can learn

representations for the elements of the graph in an unsupervised manner,

without the need for manually annotated data. Starting from a random

initialization, GNNs learn representations via message passing [34]. Mes-

sage passing for a single node involves aggregating information from its

neighbors, and updating its representation accordingly. Message passing is

an iterative process, usually stopping when the representations converge

under a certain threshold. We can then use these representations in our

eventual analysis. In the analysis, one approach would be to cluster the

nodes based on their representations in the relevant axes (e.g. ethnicity).

For example, if the axis of consideration is gender, we can take note of

nodes both semantically similar to each other and close to the nodes of

‘male’ and ‘female’.
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Another useful application of graphs to represent textual information is

knowledge graphs. Knowledge graphs are databases storing graph-structured

knowledge, explicit in the relationships between its objects. Many knowl-

edge graphs exist, like manually created English WordNet [35], repre-

senting semantic relationships of words, in the sense of synonyms. As

they’re usually crafted by experts, they’re highly reliable resources. These

databases would be quite helpful in merging many words that represent

similar concepts, in addition to their nuances. For example, in finding gen-

der bias, we may bundle semantically related words (e.g. mother, daugh-

ter) in one axis (e.g. gender) to make the analysis more comprehensive.

We can also use them to gather words together that can be causes of bias

(e.g. lowly, dirty, etc.).

A high level overview of the proposed method is shown in Figure 2.

Regarding the figure, the thesis contributions will be in the ways of graph

construction and the eventual analysis of the graph representations.

7 Expected Outcomes

The expected outcomes of this study are as follows: The method that will

be honed over the proposed methodology during the study will be able to

detect various above-mentioned social biases in literary texts. Although the

eventual goal is to understand the biases that exist in any linguistic output,

when the study is complete, we expect to have a better understanding of

the social biases that exist in literary texts, and in turn, understand the

social contexts that produce these biases.
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It must have been around midnight . . .

. . .

. . . Harry stood on his bed . . .

“Why, you dirty little Hindu sewer rat!” . . .

. . .

Single literary text (of considerable length)

Graph repr.
Graph constr.

via various methods

Learned repr.

GNN

. . .

“Why, you dirty little Hindu sewer rat!”

(religious bias)

. . .

Analysis result (of the entire text)

Analysis

KBs

Figure 2: High level overview of the proposed method. The raw literary
text [36] is, first, converted to a graph representation (e.g. co-occurrence).
Then, relevant representations are learnt for the nodes via message pass-
ing (GNN). The learned representations are then used in the analysis. The
phrases (bold above) causing the bias in the text with the corresponding
types (religious here) are determined by the analysis. The first two words,
dirty little, are adjectives, colored orange, and the social category of reli-
gion, Hindu, is the target of the bias, colored brown. The last two words,
sewer rat, are a noun phrase, colored purple. The first and last 2 words
are the descriptors of the target, causing the bias. constr.: construction, repr.:

representation, GNN: graph neural network, KBs: knowledge bases.
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8 Timeline

Task Months (2024)

Literature Review further Jan – Feb

Data Collection Feb – Mar

Data Preprocessing; Mar – Apr

Knowledge Graph start ditto

Graph Construction Apr – May

Graph Neural Network May – Jul

Knowledge Graphs again Jun – Jul

Bias Detection / Analysis Jul – Sep

Thesis Writing Sep – Nov

Table 1: Tentative timeline of the thesis

9 Conclusion

This area of study seems to be quite relevant as language has long been and

is still being used by many people as a tool of power to control, restrict and

use people to the speaker’s benefit. Pinpointing exact sections of an output

of language (either speech or written text) would be useful to people that

are on the other end of the lever, the people that are spoken to. We expect

to pinpoint the existence of bias in specific phrases of a given literary text.

Hopefully, the output of this work will be able to further the field of bias

detection and be integrated into and inspire many applications.
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